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CONS P EC TU S

A n understanding of the interactions involving water and other small hydrogenated molecules such as H2S and NH3 at the
molecular level is an important and elusive scientific goal with potential implications for fields ranging from biochemistry to

astrochemistry. One longstanding question about water's intermolecular interactions, and notably hydrogen bonding, is the extent
and importance of charge transfer (CT) , which can have important implications for the development of reliable model potentials
for water chemistry, among other applications.

The weakly bound adducts, commonly regarded as pure van der Waals systems, formed by H2O, H2S, and NH3 with noble
gases or simple molecules such as H2, provide an interesting case study for these interactions. Their binding energies are
approximately 1 or 2 kJ/mol at most, and CT effects in these systems are thought to be negligible. Our laboratory has performed
high-resolution molecular-beam scattering experiments that probe the (absolute scale) intermolecular potential of various types of
these gas-phase binary complexes with extreme sensitivity. These experiments have yielded surprising and intriguing quantitative
results. The key experimental measurable is the “glory” quantum interference shift that shows a systematic, anomalous energy
stabilization for the water complexes and clearly points to a significant role for CT effects.

To investigate these findings, we have performed very accurate theoretical calculations and devised a simple approach to study
the electron displacement that accompanies gas-phase binary intermolecular interactions in extreme detail. These calculations are
based on a partial progressive integration of the electron density changes. The results unambiguously show that water's
intermolecular interactions are not typical van der Waals complexes. Instead, these interactions possess a definite, strongly
stereospecific CT component, even when very weak, where a water molecule may act as electron donor or acceptor depending on
its orientation. CT is mediated by an asymmetric role played by the two hydrogen atoms, which causes strong orientation effects.
The careful comparison of these calculations with the experimental results shows that the stabilization energy associated to CT is
approximately 2�3 eV per electron transferred and may make up for a large portion of the total interaction energy. A simple
electron delocalization model helps to validate and explain these findings.

1. Introduction
Water plays an essential role for life to thrive on our planet,

as it constitutes the environment in which most biological

processes take place. So, understanding at the molecular

level the intermolecular interactions involving water is one

of the most important goals of science, but one which is

still lamentably far from being accomplished.1 It is certain

that many biochemical processes depend on the special

attributes of the water molecule and, in particular, on its

ability to form directional, weak bonds which assist the
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reorientation of three-dimensional structures.2 Weak inter-

molecular bonds arise in general from the critical balance of

some effective interaction components.3 Specifically, electro-

static (Velectr), induction (Vind), and dispersion contributions

(Vdisp), which operate at long-range, combine with size-

repulsion (Vrep) and charge-transfer effects (VCT) which

emerge at intermediate and short-range, being governed

by the overlap of charge densities. For water, a very special,

and crucially important, peculiarity is that of forming the

so-called hydrogen bonding (HB).4 In extreme synthesis, the

current viewofHB5 is thatmany interaction components are

present, but they may play a very different role in different

systems. The manifestation and properties of hydrogen

bonding have been intensely studied and are under ever

closer scrutiny, but the list of openquestions is still impressive.

Some of these depend precisely on the lack of reliable,

detailed information on the relative role of the various

interaction components involved, particularly charge trans-

fer (CT) and van der Waals (VvdW = Vrep þ Vdisp).
6 The role of

charge transfer in HB is also of great relevance for dynamical

processes such as the concerted proton�electron transfer.7

Very remarkably, similar questions apply to halogen bonding

(XB),which recently startedattractinga lotofattention.8 Indeed,

the HB acceptor capabilities of the halogens and competition

between HB and XB9 are issues of great interest and represent

complementary aspects of a complex phenomenology.

An important characteristic of the components of non-

covalent interactions is that they scale in adifferentwaywith

the intermolecular distance r and vary with the geometry of

the intermolecular complex they contribute to form. At large

and intermediate distances, Velectr is often the dominant

term, and the role of other contributions to the total inter-

action is difficult to ascertain accurately. The characteriza-

tion of these terms is then best achieved by investigating

systems where Velectr is absent or plays a minor role.

On these grounds, two decades ago10 the analysis of an

ample range of systems involving closed-shell species

(atoms, ions, and simple molecules) led us to establish

correlation formulas which provide the basic features of

the interaction (VvdW and Vind), in terms of polarizability

and charge of the involved species. Subsequently, these

results have been combined with extensive experimental

and theoretical studies of systems formed by open-shell

atoms with large electron affinity interacting with closed-

shell partners. The various scattering and spectroscopic

techniques employed for studying intermolecular interac-

tions have been recently reviewed in ref 3. This allowedus to

identify those systems where CT plays a relevant role.3 On the

basis of general criteria put forward in pioneering papers,11,12

we found13 that VCT, the stabilization energy associated to CT

effects, can be related to the ionization potential I of the

electron donor, to the electron affinity A of the acceptor, and

to the overlap integral S between the orbitals exchanging

charge. The results of such investigations13 allowed us to

map the transition from noncovalent intermolecular bonds,

which arise from VvdW plus possible Vind and Velectr, to the

simplest weak chemical bonds, where a perturbative CT stabi-

lizes the aggregate, and finally to a one-electron chemical

bond. Illustrative examples include heavier noble-gas halides

andoxides, symmetric andasymmetric ionic noble gas dimers,

and H2
þ.

Recently, we have developed an integrated experimental

and theoretical approach, which we shall review here, to

reveal CT effects in weak intermolecular bonds and devoted

particular effort to characterize especially water interactions.

The systems studied include H2O�noble gases (Ng),14,15

H2O�H2,
16 NH3�H2, H2O�O2 and �N2,

17 H2S�Ng,18 and

NH3�Ng.19,20Theexperimentaldataareobtainedbymolecular-

beam scattering experiments, providing measurements of

quantum interference structures in the collision cross section.

A simultaneous analysis of the cross section magnitude and

of the amplitude, frequency, and energy shift of its interfer-

ence structure gives an accurate assessment of the absolute

scale of the interaction and of the relative role of the various

interaction components at play. An alternative approach

exploits the measure of changes in nuclear quadrupole

coupling constants upon complex formation.21 Gas-phase

studies are ideal, because environmental effects are absent

and a direct comparison with accurate computational simu-

lations is possible.21 The latter are carried out using state-of-

the-art ab initio methods, which provide accessment of both

interaction energies and electron density rearrangements. In

particular, an analysis of the charge displacement22 has

proved to be very useful to cast light on the occurrence and

extent of CT effects. As a final challenging task, we aimed at

evaluating the energyassociatedwithCT, thus taking the first

firm steps toward the modeling of VCT. This Account high-

lights some of the above experimental and theoretical

achievements, including some new results and analysis aimed

at further extending and generalizing our findings.

2. A Tale of Glory: Experimental Character-
ization of the Interaction
We first tackled the problem through molecular beam (MB)

scattering experiments aimed at measuring, under high

angular and velocity resolution conditions, the quantum
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integral cross section Q as a function of the selected MB

velocity, v. In the thermal velocity range, Q(v) can be repre-

sented as the combination of an oscillatory pattern ΔQ(v),

due to the “glory”quantum interference, superimposed to an

average component, Q(v). These two observables provide

complementary information on the intermolecular interac-

tion: ΔQ(v) depends on the depth and location of the

potential well while Q(v) is directly related to the strength

of the long-range attraction. The experimental apparatus is

composed by a MB source, a mechanical velocity selector, a

scattering chamber containing the target, and a quadrupole

mass spectrometer as detector.

Often we make our experiments using isotopically sub-

stituted species as projectile and target molecules. The

elastic cross section data we measure are insensitive to the

isotopic differences,16 but this has the advantage of improv-

ing both kinematic conditions and signal-to-noise ratio in

the mass spectrometer. Overall, the better signal-to-noise

ratio and the improved velocity resolution conditions

appeared to be crucial to resolve the quantum interferences.

The cross sections are obtained by measuring the MB

intensity with and without the gas target in the scattering

chamber, applying the Lambert�Beer law and using an

internal calibration for the target gas density. In our experi-

ments, molecules are in thermal rotational and translational

energy conditions; therefore, Q(v) is mainly determined by

elastic collisions and provides direct information on the

spherically averaged interaction.15

On these grounds, we have undertaken the study of

weakly bound, closed-shell, systems, involvingwater and/or

other small hydrogenated molecules, aiming at measuring

some effects due to the presence of HB. The approach is

based on the simple idea to compare directly systems which

share the same (ubiquitous) VvdW terms but may differ for

the presence of CT. The reference vdW systems, where we

do not expect any HB effect, have been chosen making use

of the predictions of the above-mentioned correlation

formulas.10 As a relevant example, we illustrate the case of

H2O�X systems (X is a noble gas atomor a simplemolecule)

as compared to Ar�X and O2�X, the vdW references. These

complexes have a very similar spherically averaged inter-

action, arising from VvdW plus Vind. This can be understood

on the basis of the average polarizabilty of water (1.47 Å3),

which is only slightly smaller (by about 10%) than that of Ar

(1.64 Å3) and of O2 (1.60 Å3) and considering that the

average induction in water�X adds an extra energy con-

tribution, of about 10% of Vdisp.
16 Therefore, any measur-

able deviation of H2O�X from the expected behavior due to

VvdW plusVind can be attributed to the presence of additional

interaction components. The same analysis suggests to use

systems involving Kr as proper references for corresponding

ammonia systems19 and those involving Xe for hydrogen

sulphide systems.18

Figure 1 reports, in the upper panel, Q(v) data measured

under the same conditions for Ne�D2O, Ne�O2, andNe�Ar.

The results are almost coincident, suggesting a very similar

interaction potential for the three systems. This can be seen

in the lower panel of the figure, where the best-fit potentials

resulting from the analysis of the cross sections are dis-

played. The potentials extracted from the experiment are

cast in analytic form using the improved Lennard-Jones (ILJ)

model, whose formulation removes most of the limitations

of the traditional Lennard-Jones function.23 A discussion

of the performance of the ILJ function and a critical compar-

ison with other potential models is presented in ref 23.

The comparison clearly indicates that, at all distances, the

isotropic component of the intermolecular potential in

FIGURE 1. Upper panel: experimental cross sections Q for Ne�Ar,
Ne�O2, and Ne�D2O, as a function of MB velocity v. Q(v)v2/5 is plotted
to emphasize the quantum interference oscillations. The solid line
represents the D2O�Ne cross sections calculated in the center-of-mass
frame using the JWKBmethod and convoluted in the laboratory system
for the direct comparison with experimental data.23 Lower panel: best-
fit experimental ILJ potentials. The potential parameters ε (well depth)
and rm (well location) are also indicated. The shaded areas evidence the
distance ranges mainly probed by the experimental observables.23
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neon�oxygen and neon�water basically depends, as in

neon�argon, only on the combination of VvdW and Vind.

The role of VCT appears to be negligible.

The situation just illustrated for the Ne�water complex

changes quite dramatically when we consider the corre-

sponding Xe system. In Figure 2 we compare the cross

section data for Xe�D2O and Xe�O2.

The magnitude of the cross section, Q, is again very

similar in the two complexes, an indication of the almost

identical long-range attractive component. Eye-catching,

however, is the large shift between the two glory interfer-

ence patterns, which indicates the presence, in Xe�H2O, of

an additional binding force which emerges at intermediate

distances, when the Xe and water electron clouds begin to

overlap.14 This is clearly seen in the ILJ potential functions

for the two systems extracted from the experimental data

and plotted in the lower panel of Figure 2. For comparison,

we show here also the potential for Xe�Ar.23 This and the

Xe�O2 experimental potential are very similar, as expected,

while the Xe�water complex exhibits a much more pro-

nounced potential well depth. We attribute this extrastabi-

lization to charge transfer, VCT.

We have accumulated a growing collection of experi-

mental observations, providing the dependence of CT on

theNg and also comparingwater with other hydrides, which

confirm the above conclusions and the peculiarity of the

interactions involving water.14,15,17�20 As an example, we

briefly illustrate here the data obtained for the NH3�H2 and

H2O�H2 systems, shown in Figure 3. For comparison, we

also show theoretical data for Kr�H2 and Ar�H2. Here we

notice that the cross section magnitude is similar for Kr�H2

and ND3�D2, and it is larger for these systems than for

Ar�H2 andD2O�D2; the latter two are also comparablewith

each other. As explained earlier, this is a measure of the

stronger long-range attraction in the former two systems

and essentially reflects the pattern of polarizabilities.10

Polarizability is similar for ammonia (2.16 Å3) and Kr (2.49 Å3)

and also similar, but roughly 50% smaller, for water (1.47 Å3)

and Ar (1.64 Å3).10 It is however evident that the Kr and

ammonia complexes exhibit also a nearly identical glory

oscillation in the cross section, while the water complex is

again anomalous, since the glory hump in its cross section is

noticeably shifted to higher velocity compared to Ar. Again,

this is a consequence of the emergence of an additional

attractive force at intermediate range in the water complex

which, in spite of the slightly weaker long-range attraction,

FIGURE2. Upper panel: experimental and calculated cross sectionsQ for
Xe�O2 and Xe�D2O. Lower panel: best-fit experimental ILJ potentials
together with a Ar�Xe potential from the literature.23 See also Figure 1.

FIGURE 3. Upper panel: experimental cross sections and best fit ILJ
potentials (solid lines) for ND3�D2 and D2O�D2. Dashed lines are cross
sections for Kr�H2 and Ar�H2 calculated from accurate computed
potential energy surfaces.10,16 Lower panel: best fit experimental
spherical (ILJ) potentials for ND3�D2 and D2O�D2, together with
literature potentials for Kr�H2 and Ar�H2.

10,16
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causes a significant deepening of the potential well (see

the lower panel of Figure 3). This comparison thus suggests

that VCT plays an important role in water�hydrogen16 but is

nearly undetectable in ammonia�hydrogen.

We may attempt a semiempirical rationalization of the

stronger binding observed in the water binary complexes.

Let us define a stabilization energy ΔV as the difference in

the experimentally determined well depth ε between a

water complex with partner X and the corresponding aver-

aged reference X�Ar and X�O2 system.

Figure 4 reports ΔV for six cases, the noble-gas and

the hydrogen complexes, as a function of the ionization

potential, I, of X. In this context, our results may be consid-

ered to fall in the asymptotic region of the phenomenology

discussed recently by Legon21 in an analysis of systems

involving typical hydrogen and halogen bonds. The data

points in the plot appear to be reasonably well fitted with an

exponential function of
√
I. This is in line with an analysis

of open-shell atomic systems3,13 and with the radial expo-

nential dependence of the overlap integral S promoting

CT.11,12 The pre-exponential factor also depends on I�1,

which accounts for the energy gap between the states

coupled by CT.13

3. How To Define and Measure CT? A Model
for CT Energy Stabilization
To put on firm theoretical grounds the experimental obser-

vations and the analysis reviewed above requires a way to

assess and compute reliably the occurrence of quite small CT

phenomena. A priori, this poses a significant dilemma, over

and above the problemof adopting a theoretical framework

accurate enough to provide an adequate description of

weak intermolecular interactions. Indeed, interpreting and

predicting the electronic structure, properties, and even

reactivity of chemical systems in terms of the partial transfer

of electronic charge fromone species to another is oneof the

oldest, simplest, and unquestionably most useful tools of

chemists;experimentalists and theoreticians alike. And

yet, CT extent and effects remain often elusive and hotly

debated, especially inweak interactions, because a rigorous,

unique, first-principles definition of CT does not (and cannot)

exist. There are, no doubt, several well-established and

widely used charge decomposition models,24�26 devised

to assign partial charges or CT energies, but it is not

uncommon that, especially in cases where CT is very small,

they give different andeven conflicting results, leaving room

to doubts and open questions. We have therefore proposed

a different approach to tackle the problem, which offers a

somewhat broader perspective in which to assess the occur-

rence of CT, free of any charge decomposition scheme. This

is based on the key idea of a charge-displacement (CD)

function,22 defined as

Δq(z) ¼
Z ¥

�¥

dx
Z ¥

�¥

dy
Z z

�¥

ΔF(x, y , z0)dz0 (1)

Here z is any chosen axis of interest, typically one joining

the interacting species, and ΔF is the change in electron

density taking place upon formation of the intermolecular

complex, i.e. the density difference between the complex

and the isolated noninteracting partners placed at the

same positions they occupy in the complex.27 Clearly,

Δq(z) measures, at each point z along the axis, the

electron charge that, upon formation of the adduct, has

crossed from right to left the plane through z perpendi-

cular to the axis. This provides a concise, obviously

limited, but insighful snapshot of the whole electron

cloud rearrangement arising from all the interaction

components.
Especially for weakly bound systems, the evaluation of

Δq(z) along an axis joining the interacting species is imme-

diately helpful for a qualitative assessment of the occurrence

and extent of CT, because the curve obviously suggests CT

when it is appreciably different from zero and does not

change sign in the region between the fragments, whereas

CTmay be uncertain (in bothmagnitude and direction) if the

curve crosses zero.When CT takes place, it may be useful for

many comparative purposes to come up with some definite

numerical estimate of it, which can simply be done by taking

the value of the CD curve at some specific point between the

fragments, i.e. defineaplane separating them.This is, of course,

FIGURE 4. Experimentally determined bond stabilization ΔV due to CT
(see text) for some water complexes, reported as a function of the
ionization potential I of the donor partner. The data exhibit an expo-
nential dependence on

√
I.
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amatter of convention, but again here, the CD function itself,

in particular its shape and slope around the chosen separa-

tion point, is quite helpful to assess the meaningfulness of

one's choice. If the curve is sufficiently flat between the

fragments, the exact position of the boundary between

them is not critical, while more caution and analysis may

be required otherwise. As a reasonable model, in our pre-

vious work, we have usually chosen to separate the frag-

ments and extract the CT value at their so-called isodensity

boundary, i.e., the point along zwhere the electron densities

of the noninteracting fragments become equal. We have

often noticed that this point turns out to be close to the

minimum of the total molecular density between the frag-

ments, and also close to the bond critical point28 when there

is one.

As an example, Figure 5 compares the CD curves ob-

tained for Xe�Ar, a prototypical van der Waals (VdW)

complex, and Xe�H2O at its equilibrium geometry, for

which, as dicussed above, the experiments reveal a pro-

nounced additional intermolecular bond stabilization.

Details of the calculations are given in the Supporting

Information (SI). One notices immediately the large qualitative

difference between the twoΔq curves. The former is very close

to zero everywhere and changes sign between the fragments

(in fact, very close to the isodensity boundary). The latter,

besides being dominated by the strong Xe polarization due

to water's dipole, shows unambiguously the qualitative signa-

ture of CT, being distinctly different from zero and of the same

signeverywhere, in factnotonlybetween the fragmentsbutall

the way across the entire molecular aggregate. A detailed

analysis of the CD functions for the whole series of water�
noble-gas complexes has been reported in ref 14. We recall

here, in particular, the important finding of the asymmetric,

concerted role of both hydrogen atoms (one electron acceptor

and theother electrondonor) inmediatingCT (in this case from

the noble gas to water). In addition, Δq curves computed at

different orientations show that the amount and even direc-

tion of CT may be strongly anisotropic,14,16 with the water

moleculeactingmostlyaselectronacceptorbutalsoasadonor

insomeconfigurationsof specificH2O�Xcomplexes (X=Kr,Xe,

and H2). Figure 5 also shows that the choice of the isodensity

boundary to fix a CT value is not problematic in Xe�H2O.

Moving the boundary toward water would not alter the

FIGURE 5. Charge-displacement curves describing the formation of
Xe�Ar (upper panel) and Xe�H2O (lower panel). 3D contour plots of the
electrondensity changeaccompanying bond formationare also shown.
The isodensity surfaces are forΔF =(0.03me/bohr3 (negative value in
red, positive in blue). The dots on the Δq curves correspond to the
positionsof nuclei on the zaxis,which is here theaxis joiningXewith the
center ofmass (c.m.) of the interacting partners. The axis origin is at the c.
m. of water and Ar, respectively. The vertical dashed lines mark the
isodensity boundaries between the fragments.

FIGURE6. Upper panel: CD curves for different distances (r) betweenXe
and water's c.m., with Xe lying on the water's C2v axis on the hydrogen
side. r ranges between 4.0 Å (black line), which corresponds to the
energy minimum, and 16.0 Å. Filled circles correspond to Xe position
and empty circles to isodensity boundary. Lower panel: Best fit of Δq
values at Xe position and at isodensity boundary as a function of r.
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CT value significantly, while moving it in the opposite

direction would increase CT unrealistically, as it would

penetrate the evident large electron cloud polarization

around Xe.

As we recalled earlier, the interaction components scale

differentlywith distance. In particular, because it depends on

the overlap between the electron clouds of the fragments,

CT should fall off exponentially with distance. To explore

this point, we examine the dependence of theΔq(z) function

on the Xe�H2O distance (for a fixed orientation), focusing,

for comparison, on two specific points: the isodensity

boundary, where, as put forward above, Δq should essen-

tially represent CT, and the z position of the Xe atom, where

charge displacement should be dominated by polarization

effects.

The two CD values show indeed a qualitatively different

dependenceon r, as evidenced in the lowerpanel of Figure6.

At the Xe atom, Δq decreases with an r�3 dependence (the

best fit would yield r�2.7). This confirms that it is indeed a

measure of Xe polarization caused by the presence of water,

as it scales as the classical induced dipole on Xe (μind,Xe ∼
RXeμwr

�3, where RXe is Xe polarizability and μw the magni-

tude of water dipole). By contrast, at the isodensity point,Δq

falls off exponentially, as one expects for CT. It is interesting

that the model mentioned earlier,13 in which the energy

stabilization due to CT also decays as e�γr, with γ propor-

tional to the square root of the ionization potential of the

donor, would yield, in the Xe�H2O case, γ = 1.78 Å�1,

matching fairly well the γ value of 1.6 Å�1 that we obtain

from the best fit of the computed CT decay. This is consistent

with the simple expectation that CT and the energy asso-

ciated with it are proportional.25,26

Having established a well-defined method to assess CT

computationally, how can wemake contact with the experi-

mental observation of an energy stabilization attributed to it?

We have successfully tackled this question in a work on the

water�H2 complex16 and we use the same approach here.

Note that, since Xe has no permanent multipole, the picture

is not complicated by the presence of Velectr. The analysis of

the Xe�H2O cross section measurements provides the ac-

curate radial (orientationally averaged) dependence of the

interaction potential. To evaluate from the calculations the

part of this potential arising fromCT,weneed to estimate the

radial dependence of the computed CT magnitude (i.e.,

regardless of direction), averaged over the orientations of

the interacting partners. As detailed in ref 16 and in the SI, it

is not difficult to obtain such an estimate, expressed as CT(r).

Assuming now that the corresponding energy contribution

is proportional to it,25,26

VCT(r) ¼ kCT (r ) (2)

we can check if this function,with the soleparameter k, the

energy per transferred unit charge, summed to the model

VVdW(r) and Vind(r) components, can provide a reason-

able fit of the experimentally determined potential.
This is shown in Figure 7, and it clearly appears to be

remarkably accurate over the whole r range considered. It

provides values for thewell position anddepthof rm=3.95Å

and ε = 20.06 meV, respectively, essentially coincident

with the experimentally determined values (rm = 3.93 Å,

ε=20.20meV).15 Clearly, these findings strongly support the

conclusion that the difference between the experimentally

determined isotropic interaction potential and that expected

on thebasis of the sole vdWplus induction forces is indeeddue

to CT.

The best-fit parameter value for VCT in Xe�H2O is k = 2.6

eV/e and, remarkably, turns out to be essentially identical to

that extracted with the same procedure for other water�
noble-gas systems and in the H2�H2O case (k = 2.5 eV).16

With this parameter we can estimate that, at themost stable

configuration of the Xe�H2O system, VCT is about 10 meV,

or about 40% of the total interaction energy. It may be

of interest to observe that the CT energy stabilization we

have thus determined is roughly of the same magnitude

as that one can estimate using a recently proposed

procedure,29 from symmetry adapted perturbation theory

(SAPT).30 In this theory, the CT energy is not explicit but

hidden behind various well-defined energy terms. However,

by applying the mentioned procedure,29 we estimate a CT

contribution of 6�7 meV (see the SI for details).

FIGURE 7. Experimental isotropic interaction potential for Xe�H2O
(solid line). VvdW is calculated assuming a ILJ functional form with
parameters rm = 4.07 Å and ε = 13.9 meV.10 Vind is the rotationally
averaged induction contribution estimated as3 μw

2RXer
�6. VCT is given by

eq2with k=2.6 eV/e. Thegray region shows the experimental uncertainty.
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4. Physical Origin of the CT Energy
Stabilization
On the basis of the present and other calculations,16 the

stabilization energy arising from CT appears to be character-

ized by the roughly constant rate of 2�3 eV per electron

transferred across a wide range of water complexes. Where

does this nearly constant energy value come from? Can we

devise an independent model to help us rationalize the

origin and magnitude of this stabilization, and thereby

assess the validity of our approach and conclusions?

It is immediately clear that a crude electrostatic picture, in

which one thinks of the CT energy as the Coulomb interac-

tion of the positive and negative excess charges created by

the CT process, would yield energy values that, besides

depending on the square of the charge rather than the first

power, are wrong by orders of magnitude. For example, the

classical Coulomb energy associated to two opposite point

charges of 3.9 me (the amount of CT from Xe to water that

we computed) placed 4.0 Å apart (the computed Xe�H2O

equilibrium distance) is over 2 orders of magnitude smaller

than the 10 meV we have found for this complex. In a

more realistic model, in which the two point charges are

replaced by charge distributions, the energy would be

even smaller.

But if the interaction energy of the excess charges con-

tributes negligbly, what is the true source of stabilization

associated with CT? The extended charge displacement

seen in Figure 5 suggests that CT results in some amount

of electron sharing between the interacting fragments.

While in an isolated Xe atom the electrons are confined to

this fragment, in the complex with water a fraction of

electrons becomes delocalized over the whole system. In

other words, the formation of the complex increases the

space available to the electrons, which results in a kinetic

energy decrease. Electron sharing constitutes the funda-

mental mechanism of covalent bond formation, and the

associated kinetic energy decrease plays a crucial role in

stabilizing the system.31,32 It is well-recognized, for example,

that this is the mechanism entirely responsible for the

covalent bond formation in H2
þ.31

The decrease in the quantum-mechanical kinetic energy

is exemplified by the case of a free particle in a boxwhen the

size of the box is increased. Let us examine this simplest of

models, adapting it to the size of the Xe�H2O system. If we

describe the space available to the electrons of the Xe atom

as a cubic box of side LXe, the change in the ground state

energy of a free electron within the box when its length is

increased in one direction by the quantity Lw (the side of a

“water box”) is given by (in atomic units):

ΔE ¼ π2

2
1

(LXeþLw)
2 � 1

L2Xe

" #
(3)

We may roughly estimate LXe by doubling the Xe radius

obtained by subtracting half of the Ar�Ar distance in Ar2
(3.8 Å) from theXe�Ar distance (4.1 Å), yielding LXe = 4.4 Å.

A similar calculation using the Xe�H2O isotropic well

position gives Lw = 3.4 Å. When we use these values in

eq 3, we obtain a kinetic energy decrease of 1.3 eV.
Figure 8 shows the CD curve associated with the free

electron delocalization just described along with the corre-

sponding 3D contour plot of the density change, where the

free-electron wave function for a box of side L is of the form

ψ(x, y , z) ¼
ffiffiffiffiffi
8
L3

r
sin

πx
L

sin
πy
L

sin
πz
L

(4)

As usual, we take the amount of CT from the “Xe box” to

the “water box” as the CD value at the boundary between

the two boxes, which is 0.37 electrons. This means that

the energy stabilization associated with this delocaliza-

tion is 3.5 eV per electron transferred, a value surprisingly

consistent with our findings for the water intermolecular

complexes and displaying the correct dependence on CT.

5. Conclusions
Wehave reviewed in this paper how state-of-the-art scatter-

ing experiments combined with a simple, well-designed

theoretical approach can tame and bring into a useful

perspective;amenable to modeling;the elusive and

FIGURE 8. CD curve describing the delocalization of a free ground state
electron, initially confined to a volume approximately equal to that of a
Xe atom (on the left), when the box is increased to the volume of the
Xe�H2O complex (see text). Two 3D isosurfaces of the density change,
of value (3 me/bohr3 (red is negative), are also shown. The vertical
dashed line identifies the z position of the right face of the “Xe box”.
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controversial subject of charge-transfer effects in weak

intermolecular interactions, a particularly promising endeavor

to better understand the origin of fundamental and much

debated interactions, such as the hydrogen bond and the

halogen bond.9 We have shown that it is possible to mea-

sure experimentally, and reliably estimate by theory, the

energy stabilization associated to CT, which turns out to be

of the order of 2�3 eV per electron transferred in several

binary water adducts. This is a far from negligible figure, that

may make up for a large fraction of the total interaction

energy when electrostatic forces are weak, and may there-

fore drive the geometry of the interaction. Using a simple

model, we surmise that, to a large extent, the most likely

explanation for this energy component must be essentially

the same as that which accounts, in large part, for covalent

bond formation, namely the electron kinetic energy

decrease associated to electron delocalization (sharing).

This work was supported by the MIUR (PRIN project no.
2008KJX4SN_003).

Supporting Information.Details of the calculations, com-

parisonwith other CT evaluationmethods, evaluation of the

SAPT CT energy, and evaluation of the average radial

dependence of CT in Xe�H2O. This material is available free

of charge via the Internet at http://pubs.acs.org.
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